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Studies of active matter—systems consisting of individuals or ensembles of internally
driven and damped locomotors—are of interest to physicists studying nonequilibrium
dynamics, biologists interested in individuals and swarm locomotion, and engineers
designing robot controllers. While principles governing active systems on hard ground
or within fluids are well studied, another class of systems exists at deformable interfaces.
Such environments can display mixes of fluid-like and elastic features, leading to
locomotor dynamics that are strongly influenced by the geometry of the surface, which,
in itself, can be a dynamical entity. To gain insight into principles by which locomotors
are influenced via a deformation field alone (and can influence other locomotors), we
study robot locomotion on an elastic membrane, which we propose as a model of
active systems on highly deformable interfaces. As our active agent, we use a differential
driven wheeled robotic vehicle which drives straight on flat homogeneous surfaces,
but reorients in response to environmental curvature. We monitor the curvature field–
mediated dynamics of a single vehicle interacting with a fixed deformation as well as
multiple vehicles interacting with each other via local deformations. Single vehicles
display precessing orbits in centrally deformed environments, while multiple vehicles
influence each other by local deformation fields. The active nature of the system facili-
tates a differential geometry–inspired mathematical mapping from the vehicle dynamics
to those of test particles in a fictitious “spacetime,” allowing further understanding of
the dynamics and how to control agent interactions to facilitate or avoid multivehicle
membrane-induced cohesion.

active matter | terradynamics | elasticity | emergent phenomena

The study of systems composed of internally driven agents has long been the domain
of biology (1–3) and robotics (4–7) but is coming into vogue in physics in the field of
active matter (8–10). Individual active agents display novel dynamics as well, largely a
function of their persistent dynamics (11) and control (12). Active collectives display
fascinating properties that nonactive systems do not; for example, collectives can show
phase transitions (13) and drive force induced by a self-generated field (14). Active col-
lectives can interact via physical (wakes in fluids) and social forces (15). And aerodynamic
(16), hydrodynamic (17), and even terradynamic (18, 19) interactions in the bulk are well
explored and increasingly understood in terms of their effects on agent locomotion such
that we can build capable devices (20, 21) and create capable swarms (4–6, 22, 23).

In contrast, interactions in which locomotors move on an environment which is highly,
but not necessarily permanently, deformed by the locomotor such that the environmental
deformation field plays an important role in the locomotion and noncontact interactions
are much less understood and are relevant in many active systems across environments.
Such interactions most commonly occur at interfaces like on the surface of fluids,
for example, in colloidal particles on fluid surfaces (24, 25), and water-walking and
meniscus-climbing insects and robots (12, 26). But such dynamics can also be important
in terradynamic situations such as interfaces composed of flowable granular media
(18, 27) and mud [e.g., shear thickening substrates (28)], elastic surfaces such as leaf
litter (29) and compliant trackways (30–33), or environments with obstacles of varying
flexibility (34–37). In addition, systems in highly deformable environments have the
feature that agents (spiders in webs, proteins in membranes) can sense and influence
other entities without direct contact (38–40). Better understanding of such interactions
could lead to global control of multiple agents via local sensing of field interactions alone
(14, 22, 41, 42).

To avoid the time- and space-dependent complexity of hydrodynamic and complex
terradynamic surfaces (e.g., splashing and permanent deformation, respectively), we
chose, as a model system, an elastic membrane to study interaction of locomotor(s) on
highly deformable environments. Specifically, we study the locomotion and field inter-
action of vehicles on highly deformable elastic environments via the study of two cases:
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A B

C

Fig. 1. Interaction induced by elastic substrate deformation. (A) One vehicle transiting around a central depression. (B) Side view of the differential driven
vehicle and side view of the drive mechanism; see also Fig. 3A for more details. (C) Cross-section of the experimental setup with a depression D (z axis of
the membrane is linearly stretched for visual clarity). The red dashed line denotes the measurement of the membrane shape in the absence of the vehicle;
the red open dots show the contact positions of the vehicle with the membrane when it is placed at different radii. The vehicle’s vertical position z relative to
the confining outer membrane ring is approximated by the average of the membrane height Z around it: z(r) ≈ 〈Z(r′)〉|r′−r|=Rv , where r and r′ are the
horizontal positions of the vehicle and the membrane around it. In the axisymmetric case shown here, it can be further approximated by z(r) ≈ (Z(r − Rv) +
Z(r + Rv))/2.

a single vehicle in the presence of a fixed obstacle and multi-
ple vehicles influencing each other. We find that the dynamics
of even a single vehicle are interesting when influenced by a
nonmoving boundary via membrane curvature alone. Despite
possessing neither sensing nor control, the vehicle orbits, collides
with the center, or escapes from the membrane, analogous to how
bodies orbit stars. We then show how multiple vehicles generically
display a substrate-mediated cohesion whose collision timescale
depends on vehicle mass, which is reminiscent of the Cheerios
effect (43). Inspired by the response of the vehicle to curvature,
we develop controllers which can help avoid such cohesion via
local measurements of tilt, thus indeed generating global control
over local forcing. We posit that the reciprocal coupling of the
robot and the deformable substrate analyzed in detail here could
be useful as a starting point for understanding field-mediated
locomotor dynamics in more-complex environments.

Active Agent on Membrane: Field-Mediated
Interaction from a Fixed Object

We first study the dynamics of a differential driven vehicle self-
propelling on a deformable curved surface. The vehicle (Fig. 1A

and B) takes inspiration from many active-matter experiments
(25, 44, 45) and simulations (25, 46, 47) in that it moves straight
in the absence of interaction with the other agents. Further, its
mechanics are key elements of modern wheeled vehicles, which
are deployed in diverse terradynamic scenarios, from paved roads
to Martian landscapes (48–50). The vehicle has two rear wheels
and one front spherical caster for stability. A critical feature of the
vehicle is a differential (51) which allows independent rotation of
the wheels upon different load conditions by maintaining constant
speed governed by motor rotation rate. If the load of the two
wheels is equal, for example, the vehicle is on level ground, both
wheels turn at the same rate, and the vehicle goes straight. If
the load of one of the wheels increases (i.e., vehicle tilts), the
corresponding wheel slows down, and the opposite wheel speeds
up, which results in turning motion around the slow wheel. While
we have used a particular robot to perform the study, we note
that constant speed motion is a convenient starting point to study
more-general dynamics in such active systems.

Experiments were performed on a four-way stretchable spandex
fabric (that stretches and recovers both width wise and lengthwise)
affixed, unstretched, to a circular metal frame (see Materials and
Methods) with a radius of R = 1.2 m. In the first situation with
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a fixed center, a linear actuator attached to the center of the
membrane warps the fabric from underneath to allow adjustable
central depression of depth D with a cap (radius R0 = 5 cm)
fastening the actuator to the fabric. A diagram of the experi-
mental setup is given in Fig. 1C. The membrane has a measured
axisymmetry such that the SD of the membrane height at each
radius is less than 5% of the central depression magnitude D
(SI Appendix, section S6.2).

Three aspects are important to understand the dynamics of the
vehicle on the membrane. The first is that the vehicle dynamics
are highly damped, and inertia plays a minimal role: If the motor
stops, the vehicle rapidly comes to rest (within a second). That is,
there is no “rolling downhill.” The second aspect is that the differ-
ential in the vehicle allows it to turn dynamically according to the
local curvature instead of simply following the spatial geodesics of
the membrane, which leads to almost straight trajectories given the
shallow depressions of the membrane (SI Appendix, section S3).
The third important aspect is that, while the global shape of the
membrane without the vehicle is important, due to the vehicle’s
mass, its local environment deviates from the unloaded shape of
the membrane, introducing an additional local deformation of the
membrane. This results in a vehicle tilting to an angle γ (between
the normal of the vehicle surface and ẑ ) depending on the vehicle’s
radial position in membrane as depicted in Fig. 1C.

For simplicity, we first study the dynamics of a single vehicle
moving at constant speed on the membrane (set by constant
motor rotation rate and enforced by the differential mechanism).
Experiments were conducted by setting the initial radius r (the
distance between the center of the vehicle and the actuator) and
heading angle θ (the angle between the radial direction and the
velocity of the vehicle; Fig. 2B). The trajectories of the vehicle were
recorded for 2 min by a high-speed motion capture system (Op-
titrack, 120 Hz) positioned above the membrane. Certain initial
conditions (a particular radius r0 = rc ≈ 0.6 m and heading θ0 ≈
90◦) developed immediate circular orbits (Fig. 2A). However,
similar to orbiting droplets on a liquid surface curved by their
weight (52), for a majority of (r0, θ0), we observed trajectories
consisting of retrograde precessing ellipse-like orbits (Fig. 2B)
about the central depression; that is, the maximum radius of the
orbit does not return to the same azimuthal position but rather
lags behind after an orbit.

The precessing dynamics can persist for many orbits until the
vehicle’s orbit either slowly increases or decreases its eccentricity.
In the former case, the vehicle ultimately collides with the central
cap or escapes to the boundary. In the latter case, the precession
decays into an approximately circular orbit with a critical rc radius
depending on the central depression D . From analysis of the
vehicle mechanism and dynamics (SI Appendix, section S2), we
attribute these behaviors to slight mechanical imperfections in the
mass distribution in the vehicle, such as the deviation of the center
of mass from the center line, ΔB . The eccentricity evolves over
orbits with a factor e−εϕ/2, where ε=−ΔB/Lc ; the precessing
dynamics can be observed over longer timescales as the magnitude
of imperfection decreases. Here Lc is the distance between the
wheel axle and the center of mass. Ideally, a perfect vehicle with
ΔB = 0 makes e−εϕ/2 remain at one, and the orbit stays in
the steady state forever. The half-life (2 log 2)/ε characterizes
how steady an orbit is; the sign of ΔB determines whether
the eccentricity will expand or decay. Besides the slight chirality
characterized by ΔB , the slight anisotropy of the membrane
could be another contribution to the variability of trajectories by
generating a perturbation with period 2π in the azimuthal angle.
This has a larger effect on lighter vehicle, since smaller mass is more
susceptible to the same perturbation from anisotropy.

C

A B

Fig. 2. Examples of bound vehicle trajectories. An example (A) circular orbit
(Movie S1) and (B) eccentric orbit for the central depression D = 13.9 cm
(Movie S2). In B, the angle θ denotes the heading angle, and ϕ denotes the
azimuthal angle. The corresponding evolution of the radius over time is shown
below. The eccentric orbit exhibits a precession of |Δϕprec| ≈ π/3 evaluated
from consecutive apoapsis or periapsis (peaks or valleys on the r − t plots).
(C) Precession angle’s dependence on initial condition. The initial condition of
the circular orbit (A) is indicated by a red circle. Any points on the trajectory of
B can be considered as an initial condition of it. Two orbits of B are shown in
a red curve. Inset shows the prediction from theory using Eqs. 1 and 2; axes
ranges are the same as those in the main figure.

To gain insight into the precessing dynamics, for bounded
steady-state trajectories with half-lives of eccentricity longer than
five revolutions, we measured average precession |Δϕprec| as a
function of initial conditions (r0, θ0) by evaluating the change
in angular location of consecutive apoapsides or periapsides (e.g.,
between periapsides 1 and 2 in Fig. 2B). A map of this is shown
in Fig. 2C in the r–θ space. We choose the heading angle θ rather
than the azimuthal angle ϕ, to reduce the redundant counting
of the same trajectories shifted by just an azimuthal angle due
to the axisymmetry. We find the precession angle to be constant
throughout the trajectory; therefore, all the points sampled from
a trajectory share a constant precession angle, and each point’s
(r , θ) along this trajectory can be regarded as an effective initial
condition in the trajectory r–θ space. Including these initial
conditions, the map reveals that the precession is minimal when
the vehicle is initiated at a particular radius rc ( 0.6 m when the
central depression D = 13.9 cm) and heading of 90◦; |Δϕprec|
increased as initial conditions deviated from this region. However,
r0 is restricted to the range 0.2 m ≤ r0 ≤ 1.1 m to exclude the
central cap in the membrane and to avoid starting the vehicle too
close (less than 10 cm) to the outer ring. Initial headings which
pointed approximately toward or away from the central depression
did not achieve a stable orbit. While the range of θ0 that starts
stable orbits varies with r0, we approximated the boundary of
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stable orbits with uniform bounds of θ0. That is, in experiments,
for θ0 < 30◦, the vehicle collided with the outer boundary, and,
for θ0 > 150◦, the vehicle crashed into the central cap.

Minimal Model for Vehicle Dynamics

To gain insight into how vehicle orbital dynamics emerge solely
due to interaction with the curvature field generated by both
the central depression and the vehicle’s local depression field
(Fig. 1A), rather than solving a coupled membrane–vehicle in-
teraction system of equations, we instead construct a minimal
model which gives physical insight into how such deformation
fields influence the vehicle’s dynamics. Since the vehicle moves
at a constant speed, this model requires that the acceleration
is perpendicular to the velocity such that Ψ2arvr + aϕvϕ = 0,
where the projected components of acceleration in r and ϕ
directions are ar =−a vϕ/(Ψ v), aϕ = aΨvr/v . Here Ψ2 ≡
1 + z ′2, with z ′ ≡ ∂z/∂r as the gradient of the vehicle’s height
z measured from the frame holding the spandex sheet. With the
help of cos θ =Ψ vr/v =Ψ ṙ/v and sin θ = vϕ/v = r ϕ̇/v , we
have

aϕ
r

= ϕ̈+
2 ṙ ϕ̇

r
=

a

r
cos θ [1]

ar = r̈ − r ϕ̇2

Ψ2
+

Ψ′

Ψ
ṙ2 =− a

Ψ
sin θ, [2]

with a = [Ψ2(ar )
2 + (aϕ)

2]1/2. Dots and primes denote differ-
entiation with respect to t and r , respectively. Our experiments
reveal that, to a good approximation, the dependence of the
vehicle’s acceleration on the radius and heading is given by

a = k sin θ, [3]

Where k (referred to as the acceleration strength below) is a
function of r only (Fig. 3C ). We want to point out that the form of
k sin θ can be regarded as the first-order expansion of any a(r , θ)
for any vehicles. Having a ∝ sin θ implies that, in this axisymmet-
ric case, the magnitude of the acceleration is proportional to that
of the cross-product between the velocity and the gradient of the
terrain, since the gradient of the terrain is aligned with the radial
direction. We will later show that a ∝ |v ×∇z | also holds for
surfaces with arbitrary shapes.

We treat the vehicle with tilt angle γ from its level orientation as
driving on a local incline with slope γ. From a theoretical analysis
of how the constant-speed differentially driven vehicle pivots
on a slope (Fig. 3B; see SI Appendix, section S1 for derivations),
we found that the acceleration strength k = C g sin γ cos γ ≈
C g |∇z |with g as Earth’s gravity. The prefactorC is a mechanical
constant related to the structure of the vehicle as C = L2

c/(L
2
c +

1/2R2
v ), where Lc ≈ 1 cm is the distance between the wheel axle

and the center of mass (SI Appendix, Fig. S1), and Rv = 5 cm is
the radius of the vehicle. The theoretical value for C from the
model is ∼0.074, while the experimental fit (Fig. 3C, Inset) gives
a value of 0.073± 0.001 (SI Appendix, section S1).

The model as described by Eqs. 1 and 2 yields good agreement
with experiments over a range of v = 0.20 m/s to 0.32 m/s. The
essential ingredient of the model is that the differential mechanism
ensures torque balance on both wheels. In addition, the rolling
friction on the caster is negligible compared to other contact
forces (see Fig. 3A for a force diagram). The model indicates
k = a/ sin θ should be the same for any θ for a balanced vehicle.
The experimentally measured result shows a slight dependence
on heading angle θ (SI Appendix, Fig. S3) that can be under-
stood as weight imbalance, characterized by ΔB . Introduction

A

B

C

Fig. 3. Vehicle dynamics. (A) Schematic of a vehicle moving on a piece of
membrane and its force diagram. The dashed line on the incline shows the
radial direction. The frictions on the wheels and the caster are shown in
black, and the component of Earth gravity along the slope is shown in red.
(B) Magnitude of the acceleration a (yellow), and its components ar (blue) and
aϕ (red) as a function of the heading angle θ evaluated at r = 0.3 m (central
depression D = 9.6 cm) obtained from 238 experiments. The colored solid
lines and shading denote the mean and SD over the experiments. Black lines
correspond to a = k(0.3m) · sin θ, ar = −(a/Ψ) sin θ, and aϕ = a cos θ, with
Ψ ≈ 1. The gray shaded regions indicate extreme headings that do not have
steady trajectories. Data at other radii can be found in SI Appendix, Fig. S2.
(C) The acceleration strength k and vehicle tilt γ as a function of the radius
r for θ = 90◦, with the solid blue line and shading denoting the mean and SD
of k obtained from 238 experiments. The red markers show the vehicle tilt γ
measured from the experiment on two different azimuths separated by 90◦,
with open circles and pluses, respectively. Inset shows the relation between k
and γ using the k data (mean) from the main figure and the theoretical curve
k = 0.074 g sin γ cos γ.
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of this bias into the analysis returns a correction in the form of
abias/ sin θ = k · (ΔB/Lc) cot θ. It vanishes when θ = π/2 or
ΔB = 0 (a perfectly balanced vehicle). Integration of Eqs. 1 and
2 yields precession dynamics that quantitatively matches with the
experiments for all different depressions (Figs. 2C and 4B).

An important aspect of the dynamics which is revealed by the
model is that, unexpectedly, the vehicle does not follow spatial
geodesics of the membrane [as in the museum demos of general
relativity (GR) (53)] given by curves on curvatures with metric
ds2 =Ψ2dr2 + r2dϕ2. These spatial-only geodesics are nearly
straight lines in our setup (SI Appendix, Fig. S4). We will later
show that the essential ingredients that generate this difference are
the deformation of membrane by the vehicle, and the active nature
of the system shown in the vehicle’s ability to change the direction
of motion as a consequence of the local tilt of the vehicle. These
two aspects are reflected, respectively, in the acceleration strength
k governed by membrane deformation and θ, the heading angle
of the vehicle.

Understanding and Manipulating Dynamics via
Application of Differential Geometry

To understand aspects of the system’s dynamics (e.g., how sub-
strate parameters can alter orbital properties of the active loco-
motor), we sought to obtain conserved quantities including an
effective potential. While there are many ways to obtain these
quantities, inspired by features of the dynamics resembling those
found in astrophysical systems, we chose to use techniques from
differential geometry, the mathematics relevant to situations de-
scribed by Einstein’s theory of GR. In a separate paper (54), we
further expand on the connections of our robophysical system
to GR.

Our scheme proceeds in analogy to GR: Recall that, in GR,
test particles move in response to the curvature of spacetime by
following the locally length-minimizing curves (i.e., geodesics).
Thus, we must first obtain the “metric” of the effective spacetime,
which describes the spacetime curvature. Following the metric and
applying the variational principle, one could obtain the equation
of motion for the test particles (e.g., ref. 55). For instance, the
Minkowski metric in the flat spacetime is defined by the diagonal
matrix ηαβ = {−1, 1, 1, 1} in Cartesian coordinates. This spec-
ifies that the distances between close points in spacetime can be
calculated as the following—ds2 =−dt2 + dx 2 + dy2 + dz 2—
and leads to the equation of motion d2xα/dt2 = 0 for test
particles. By matching the geodesics equations of the metric with
the equations of motion Eqs. 1 and 2, one can find that the
metric is

ds2 =−α2dt2 +Φ2(Ψ2dr2 + r2dϕ2), [4]

where the curvatures are α2 = E 2(1− v2e−K/v2

) and Φ2 =

E 2e−K/v2

(1−v2e−K/v2

). Here, K=K (r)≡
∫ r

0
k(s)Ψ(s)ds ,

and E is a constant of motion. The metric provides us with

1 =
Φ2

α2
Ψ2ṙ2 +

1

r2
α2

Φ2

L2

E 2
+

α2

E 2
, [5]

where L is another constant of motion. The details of derivation
can be found in SI Appendix, section S4.

Eq. 5 can be rewritten in the following suggestive form:
E = 1/2m ṙ2 +V , with E=1/2, m=Φ2Ψ2/α2 as the effective
mass, and V = [α2 
2/(Φ2r2) + α2/E 2]/2 as the effective

potential, where we have defined 
≡ L/E . Plugging in the α2

and Φ2 derived above, we finally arrive at the effective potential

V =
1

2

(

2

r2
eK/v2

+ 1− v2e−K/v2

)
. [6]

Note that the energy and angular momentum enter through
the ratio 
= L/E , which can be calculated from the initial
conditions, since 
=Φ2r2ϕ̇/α2. Fig. 4A shows examples
of the potential V for different values of 
 with 
max =
v rc exp (−K (rc)/v

2) (SI Appendix, section S4). The dashed
line at 1/2 denotes E , and the turning points where ṙ changes
sign when the potential energy reaches the maximum amount
are given by the solution to r± = 
 eK±/v2

/v , where we use
the subscript ± to denote a quantity evaluated at the turning
points. Circular orbits occur when the minimum of the potential
matches E . The minimum is found from V ′ = 0 and is located at
rc = v2/kc , where kc ≡ k(rc).
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Fig. 4. The effective potential governing the orbital dynamics. (A) Simulation
data of V is shown for different values of 	 with D = 9.6 cm. Black dots denote
the minimum point of a given potential curve, and rc = v2/kc labels the case of
a circular orbits when E = Vc. The corresponding trajectories in the r–θ space
are shown in Inset. (B) Precession angle |Δϕprec| as a function of the effective
initial radius r0 for θ0 = π/2 and central depressions D = 13.9 cm (vermilion),
9.6 cm (green), and 5.3 cm (blue). Experimental data are open circles and plus
signs. Solid lines are theoretical prediction using Eqs. 1 and 2, or, equivalently,
Eq. 7. The open dots show the r−, and the pluses show the r+. Insets below
the curves show the trajectories at different radii for D = 9.6 cm. Experimental
observation of precession angle matches the theoretical value (from the solid
lines in A) with an R2 of 0.87.
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With the effective potential discovered from the mapping
scheme, we can now explain the dependence of orbital precession
on initial conditions and system parameters. To begin, we intro-
duce the definitions of E and L to eliminate ṙ in E = 1/2m ṙ2 +
V in favor of dr/dϕ. This results in


2

r2

[
1

r2

(
dr

dϕ

)2

+ 1

]
= v2 e−2K/v2

. [7]

Next, we apply the change of variable u = 
/r , and differenti-
ate with respect to ϕ and get

d2u

dϕ2
+ u =

k 


u2
e−2K/v2

. [8]

As noted above, for circular orbits rc = v2/kc , or equivalently
uc = kc 
/v

2. Perturbing Eq. 8 about a circular orbit, that is, u =
uc + δu , we get

d2δu

dϕ2
+

(
1 +

k ′
c

kc
rc

)
δu = 0. [9]

Thus, δu ∝ cos (ω ϕ) with ω2 ≡ 1 + rc k
′
c/kc , where k ′

c ≡
k ′(rc), and the perturbative solution to Eq. 8 is then given
by u = uc [1 + e cos (ω ϕ)], where e is the eccentricity of the
orbit. Notice, from this solution, that one radial cycle takes place
over a 2π/ω angular cycle. Therefore, the precession angle is
given by Δϕprec = 2π/ωc − 2π ≈−π rc k

′
c/kc . Since kc > 0,

the sign of Δϕprec, namely, the direction of the precession, is
given by the sign of k ′

c . If k ′
c > 0, we have Δϕprec < 0, retrograde

precession, with prograde precession if k ′
c < 0. From Fig. 3C,

we have that k ′
c > 0, which explains the observed retrograde

precession. Further, the dependence of Δϕprec on rc is consistent
with our observation that the magnitude of the apsidal precession
(Δϕprec < 0) decreases as the radius of the orbits approaches the
radius of the circular orbit rc .

We now reexamine the dependence of precession angle Δϕprec
on initial conditions (Fig. 2C ) in the mapping framework. We
now can see that contours of constant color correspond to tra-
jectories with the same angular momentum 
. And, notably, the
precession angle decreases as the orbits become more circular,
with Δϕprec =−π rc k

′
c/kc for the circular orbit. Fig. 4B shows

Δϕprec as a function of r0 for initial heading angle θ0 = 90◦

with both the experimental data and the solution to Eq. 7. The
minimum precession angle occurs for circular orbits.

As a consequence of k ′ > 0, our system generates retrograde
orbits such that the vehicle’s precession is opposite to that of GR
in common situations. With our mapping, it is straightforward to
understand how to obtain more GR-like prograde precession [like
that of Mercury (56, 57)]: We must change the sign of the slope of
k so that k ′ < 0 over a significant range of the vehicle trajectory.
Because k is connected to the tilting angle γ, we can achieve
the desired change by increasing the tension of the membrane or
decreasing the mass of the vehicle to enable the vehicle to more
closely track the imposed membrane shape.

We chose to change the mass of the vehicle and constructed a
smaller, lighter vehicle with mass 45 g (Fig. 5A), approximately
one-quarter that of the original vehicle in Fig. 1, a radius of
4 cm, and a speed v = 0.11 m/s. The vehicle produced tra-
jectories (Fig. 5C ) demonstrating prograde precession over all
sampled initial conditions (65 total experiments). For a partic-
ular initial condition (r0 = 69 cm, θ0 = 90◦), four out of five
trials produced precessing orbits with significant eccentricity; here
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56
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2 3

light vehicleheavy vehicle

A heavy vehicle light vehicle

Fig. 5. Tuning the spacetime to generate prograde precession. (A) The heavy
vehicle (m ≈ 160 g) and the light vehicle (m ≈ 45 g). (B) Different k(r) functions
for prograde (light blue) and retrograde (dark blue) precession measured
from experiments. The light vehicle has a negative k′ at rc (the intersect of
k(r)/v2 and 1/r), while the heavy vehicle has a positive k′ at such an intersect.
The decreasing k has the same trend as the measured tilt angle γ(r) (black
stars). (C) Clockwise trajectories with retrograde (Left) and prograde (Right)
precessions from experiments. Perihelia are marked in order. The prograde
precession is made by a lightweight vehicle on the membrane with D = 17 cm
central depression, for initial conditions r0 = 20 cm, θ0 = 90◦. The periapsides
numbered in blue show a clockwise order while the orbit is precessing in the
same direction (for video, see Movie S3). The magnitude of the precession for
this trial is Δϕprec = 51◦.

Δϕprec =+22◦ ± 16◦. The theoretical prediction—with k(r)
(Fig. 5B) deduced from such trajectories—Δϕprec =+33◦ ± 7◦

mostly overlaps with the experimental range. For a given initial
condition, the lightweight vehicle showed greater trajectory vari-
ability than that of the heavier vehicle. We posit that such vari-
ability is related to the slight membrane anisotropy, which makes
the dynamics of the lightweight vehicle sensitive to initial condi-
tions. Here the change of precession sign with the vehicle’s mass
demonstrates how the matter reciprocally tells the local spacetime
how to curve and influences its global dynamical properties.

Development of a Theory for Reciprocal
Field-Mediated Interaction Dynamics

Thus far we have studied the interactions between a single vehicle
and a central depression (which generates a time-independent
imposed background) and have shown how we can understand
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the field-mediated orbital dynamics by mapping them to a “space-
time” using techniques from study of relativistically orbiting
bodies. There are situations in which the deformation field experi-
enced by a vehicle could be time dependent; we have observed that
a robot can be “guided” without contact via local deformation of
the membrane alone (Movie S4). Further, in the case of swarms
of vehicles moving on a curvature field, this sets up interesting
dynamics such that (in the case of two robots for example) each
robot carries its own depression field and affects another robot via
this field alone, which could then affect the initial robot.

Therefore, we next sought to develop a theory for the inter-
action of two agents via fields alone. The first element of the
theory requires that we develop an equation of motion for the
dynamics of a single vehicle experiencing an imposed deformation
field that is not necessarily at the center of the membrane (the
spacetime telling matter how to move a component of the Wheeler
encapsulation of the mechanics of GR). Thus, we need to first
generalize the equations of motion (Eqs. 1 and 2) to a vehicle on
an arbitrary terrain. The axisymmetric model can be generalized
for an arbitrary substrate by noticing that a = k sin θ, where θ is
the angle between the velocity and the gradient of the slope, and
k is the magnitude of the gradient multiplied by a mechanical
constant. In the symmetric case, the gradient is always along
the radial direction so that only the magnitude of the gradient
k = C g sin γ cos γ ≈ C g |∇z | is needed. In the general case,
noticing the sin θ is the cross-product of the unit vectors of the
arbitrary terrain gradient d=−∇z and the vehicle velocity, the
generalized equation of motion (see SI Appendix, section S5 for
derivation) is

ẍ = C g ẏ (dx ẏ − dy ẋ )/v
2 [10]

ÿ =−C g ẋ (dx ẏ − dy ẋ )/v
2. [11]

Conceptually, this is our “F =ma ,” with d playing the role of
“F ” (recall di =−∇iz with i = x , y).

To complete the field-mediated interaction picture, since a
moving vehicle presents to another vehicle a time-dependent
deformation field, we require an equation to describe how a
vehicle (the “matter”) deforms the membrane curvature.

To characterize how the membrane responds to local pertur-
bations, we use the wave equation, the simplest equation for a
membrane assuming linear elasticity,

Z̈ − v2
mΔZ =−P , [12]

where vm is the speed of propagation of disturbances in the
membrane, and P = P0 (1 + P̃), with P0(> 0) as the force
load from the membrane and P̃ as the additional load from the
vehicles, which is the area density of the vehicles normalized by
the area density of the membrane. Since P0 is the stationary force
load when the membrane is only deformed by its weight, the time
dependence in the source in Eq. 12 arises from P̃ due to the
moving vehicles. Experiments examining the membrane elasticity
have found that the shape of a free stationary membrane where
P̃ = 0 and Z̈ = 0 follows the Poisson equation reasonably well
(SI Appendix, section S6).

The speed of propagation for the membrane in our experiment
is vm ≈ 400 cm/s, which is significantly larger than the typical
speed of our vehicles (v ≈ 20 cm/s). Therefore, we neglect time
derivatives in Eq. 12 and solve instead the Poisson equationΔZ =
P/v2

m .
Therefore, the evolution of the system proceeds as follows

(Fig. 6A): Given the location of the vehicles, one first constructs
the source P and solves ΔZ = P/v2

m to obtain the membrane

A

B

Fig. 6. Reciprocal interaction between the vehicle dynamics and curvature
field. (A) A sketch of the simulation procedure: (i) First, the shape of the
membrane is solved from the Poisson equation with the load indicated in
the bottom: gray disk for the membrane and two colored posts for the
two vehicles in this example. (ii) Then, the height profile of the vehicle is
evaluated at its position. (iii) Afterward, the terrain gradient d is evaluated
from the height profile of the vehicle. (iv) Finally, the acceleration determined
by d using Eqs. 10 and 11 is integrated to update the new positions of the
vehicles, and the computation goes back to the first step again. (B) Theory
and simulation predict that a larger leader mass ratio (m21 ≡ m2/m1 = 1.5,
where m1 = 150 g) fosters a merger better than a smaller one (m21 = 1.0).

profile function Z (Fig. 7C ). After Z is obtained, naively, one
would use Z (r) as the height of the vehicle z (r). However, for
a vehicle with a finite size, the actual physical contacts between
the wheels and the membrane occur near the circumference of
the disk. Thus, the vehicle height z (r) can be approximated by
the average membrane height Z (r) around the disk circumference
(z (r)≈ 〈Z (r′)〉|r′−r|=Rv

; Fig. 1C and SI Appendix, section S7).
On our circular membrane, the analytical solution to Z evaluated
in z yields the vertical position zi for vehicle i with mass mi as

2πλzi =
π

2
(|ri |2 − R2) +

mi

σ
log

(
RvR

R2 − |ri |2
)

+
1

σ

∑
j �=i

mj

(
log

|ri − rj |
|ri − r′j |

− log
|rj |
R

)
, [13]

where ri , r
′
i = (R/|ri |)2ri are the planar position of the i th

vehicle and its image charge (58), R and Rv are the radii of the
membrane and the vehicle, σ is the area density of the membrane,
and λ= v2

m/P0 is a membrane constant; the three terms in the
solution show, respectively, the contributions of the vehicle height
field from the membrane, the weight of the vehicle of interest,
and the other vehicles. The last term conceptually acts as an
attractive potential (like the Newtonian gravitational potential),
whose gradient generates a pairwise attractive force between the
vehicles.
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Fig. 7. Substrate deformation–induced cohesion. (A) Two vehicles moving on
the elastic membrane merge due to the substrate-mediated attraction. The
initial azimuth angle between the vehicles is 45◦. The circled region in lower
left shows position of two vehicles after 25 s. (B) Example trajectories of the
two interacting vehicles with different mass ratio (m2/m1 = m21 = 1.00 and
1.37, where m1 = 150 g) for a duration of 30 s. See Movie S5 for videos. (C) The
evolution of the relative distance between the two interacting vehicles (solid
line) compared to the noninteracting case (dashed line) where two vehicles
with m21 = 1.30 were released individually from the same initial condition.
The time to merge is shortened by the increased masses of the leading vehicle
(vehicle 2, m2). Conversely, the distance between two independent vehicles
from the same initial condition is nondecaying. Inset has the same axis ranges
as the main figure. (D) Simulation shows that the distance at 30 s between the
two vehicles decays with the mass ratio m21. Experiment results from C are
shown in diamonds.

With z , and, therefore, the acceleration, as a function of the
terrain gradient −∇z at hand, one obtains the new position of
the vehicles by integrating Eqs. 10 and 11.

Attraction and Cohesion Dynamics in a
Two-Vehicle System

While a full systematic study of interaction dynamics for arbitrary
initial conditions of the two vehicles is beyond the scope of this
work, integration of the above multibody dynamical model reveals
that, surprisingly, the simulation does not predict strong attraction
between two vehicles with the same mass at the same speed
(Fig. 6B) unless they are started facing each other; experimental
measurements of robot interaction are in accord with this predic-
tion (Fig. 7B and C ) such that two equally massed vehicles will
undergo many transits around the membrane without cohering.

This is analogous to the eccentric Kozai–Lidov mechanism, where
the eccentricity excitation reduces when the masses become equal
to each other and decreases the merger rate (59). In contrast, the
simulation predicts that, in a situation where one vehicle trails
another (Fig. 7), increasing the mass of the leading vehicle can in-
crease the attraction (Fig. 6) and lead to vehicle merger (cohesion).

To test the hypothesized merger enhancement with the increase
of the leading vehicle’s mass, we experimentally increased the mass
of the leading mass vehicle (small weights were attached to the
top of the vehicle without changing the center of mass), m2,
relative to the trailing vehicle, m1 (characterized by the mass
ratio m21 =m2/m1, where m1 = 150 g). For each experiment,
both vehicles were placed at a radial distance of 60 cm from
the center with azimuthal separation ψ = 45◦ and both with a
heading of θ = 90◦. Before each experiment, we set the speed
of the two vehicles to 0.2 m/s by manually adjusting the voltage
of the motors. Due to the finite voltage, the speed slightly drops
(< 10%) as the separation between the two vehicles decreases.
Fig. 7B shows how the dynamics depend on the mass ratio.
When m21 = 1, both vehicles execute nearly-circular orbits
(Fig. 7B, Left) and generally do not merge in a short time
(SI Appendix, section S8). As m21 is increased to 1.37, the trailing
vehicle eventually becomes “captured” by the leading vehicle,
leading to an effective cohesion such that the vehicles collide and
then continue to move together for the duration of the experiment
(Fig. 7B, Right).

To quantify the attraction and cohesion dynamics, we mea-
sured the Euclidean distance between the vehicles projected onto
the horizontal plane, |r1 − r2|, as a function of time. We find
that the time to capture is reduced as the mass of the leading
vehicle increases (Fig. 7C ). For instance, when m21 = 1.30, it
takes around 25 s for the trailing vehicle to become captured (i.e.,
the vehicles collide when |r1 − r2|= 2Rv ). When m21 = 1.37,
this capture occurs significantly faster, with the vehicles colliding
in about 12 s. The coupling effects are highlighted by contrasting
to the dynamics from independently conducted single-vehicle ex-
periments, one with the initial conditions of the “leading” vehicle
and the other with the initial conditions of the “trailing” vehicle.
The distance evaluated from these two independent trajectories
shows a nondecaying trend that differs from the cases with both
vehicles on the membrane (dashed lines in Fig. 7C ). Simulations
using the same setup as the experiments show qualitative match
with the experiments, and the distance between the two vehicles
decreases with the mass ratio m21 (Fig. 7D). We posit that
the slight difference between simulation and experiment results
from dynamic weight redistribution of the three contacts between
the vehicle and membrane during locomotion; the simulation
assumes the weight is always evenly distributed among contacts.

Using Speed’s Response to Tilt to Avoid Merger
of Two Vehicles

Given that unequal mass cars typically collide and cohere after
some time, we next sought how we could actively mitigate such
attraction. As demonstrated above, reducing vehicle mass can
lessen the local deformation field to reduce cohesion, but active
variation in this parameter is challenging. Intuitively, one could
also control the vehicle to increase speed when it nears a high
curvature region, thereby allowing the robot to accelerate out of
such a region. We note that such a strategy is interesting because
the robots could avoid (or potentially enhance) aggregation solely
via local field measurements alone. Such dynamics could be useful
for future swarms of sensory-challenged robots (60) moving on
highly deformable environments.
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C

E

BA

D

F

Fig. 8. Speed based on local tilt reduces substrate deformation–induced
cohesion. (A) A controller, IMU, and DC motor driver are mounted on the
speed-controlled vehicle (Left; m ≈ 180 g) that changes speed according to
the current tilt angle (Right) with the same mechanics as the uncontrolled
vehicle. (B) Control scheme of the controlled vehicle. The speed v increases
with the tilt angle γ to avoid collision. The control parameter A increases from
zero (black, no control) to eight (purple). (C) The trajectories of the controlled
vehicle (solid line) and the uncontrolled vehicle (dashed line) when different
magnitudes of control are applied. The relative angle between two vehicles
upon collision (dotted line) increases with A. See Movie S6 for movies. (D) The
evolution of the speed and tilt of the controlled vehicle corresponding to C.
The shaded regions denote the collisions. (E) The trajectories of the IMU-
controlled vehicle in the frame of the uncontrolled vehicle. The geometric
exclusion zone has a radius twice the radius of a vehicle. In an increasing
order of tilt sensitivity A = 0, 2, 4, 8, the trajectories get farther and farther
away from the uncontrolled vehicle with an increasing margin b. (F) Mean
and SD of b/2Rv over three trials for different A values. The vehicle eventually
avoids the collision when b/2Rv > 1.

To test this cohesion mitigation strategy, we recall, from the
above section, that, as the distance between the two vehicles
decreases, each “feels” the membrane-induced deformation of the
other more strongly, and the tilt of both vehicles increases. To mea-
sure local tilt angle γ, we added an IMU (internal measurement
unit) to the leading vehicle (Fig. 8A) and implemented an adaptive
speed controller that increased the speed of the leading vehicle as
γ, the angle of inclination from the gravity vector measured by
the IMU, increased in response to larger substrate deformations.
Specifically, the speed of the leading vehicle was designated to be
(vIMU − v0)/v0 = A · (γ − γ0)/γ0, where the tilt sensitivity, A,
sets the strength of the coupling between the leading vehicle and
the local membrane deformation (Fig. 8B).

The speed of the vehicle changes more quickly in response to
the tilt when A is larger. We varied A from zero (no control;
constant speed) to eight (speed sensitive to tilt angle) to probe the
effects of the speed–tilt coupling strength on potential collisions
with the trailing vehicle. Fig. 8C shows the trajectories of the
vehicles starting from the same initial conditions (rIMU(0) =
0.6 m, rpassive(0) = 0.4 m, θIMU(0) = θpassive(0) = 90◦, vpassive =
0.11 m/s, vIMU(0) = 0.15 m/s, and γ0 = 15◦) for different A.
From the recorded vehicle three-dimensional (3D) position and
orientation, we measured the speed and the tilt angle of the leading

vehicle as a function of time; these measurements revealed that the
controller generated the desired speed variation with tilt (Fig. 8D).

The robot’s strategy, based solely on local curvature, leads to
an ability to avoid collisions without knowing the location of
the other vehicle. We observed that, when A was sufficiently
large (≥ 4), the leading vehicle was able to successfully avoid
collision. Fig. 8E shows the relative trajectories of the controlled
(leading) vehicle in the frame of the uncontrolled (trailing) vehicle
(rIMU − r0). The geometric exclusion zone (with radius equal
to 2Rv ) around the uncontrolled vehicle identifies the collision
area. If the controlled vehicle enters this area, then a collision
with the uncontrolled vehicle has occurred. As A increased,
the margin b (i.e., the shortest distance between the controlled
vehicle trajectory and the center of the uncontrolled vehicle)
increased and eventually became larger than 2Rv , indicating that
the vehicles escaped the collision (Fig. 8F ). We note that the
trajectory of the uncontrolled vehicle ended prematurely when a
collision occurred; therefore, we fit it with an ellipse centered at
the uncontrolled vehicle to extrapolate the margin b.

Mitigating the Cohesion of Multiple Vehicles

We next sought to discover whether the tilt-based speed con-
trol scheme could be effective in merger mitigation in a system
consisting of a larger number of agents. Using the same vehicle
(m ≈ 180 g) and membrane as in the previous experiments,
simulations of five vehicles without the tilt-based speed control
(Fig. 9) resulted in rapid collisions and mergers. However, if the

A B

C D

Fig. 9. Increasing speed with tilt helps to avoid mergers in swarms. (A) The
initial condition used for simulations of five vehicles shown in C and D. The
convex hull of the vehicles (shown by the dotted lines) is used to characterize
the proximity of vehicles over time. (B) The evolution of the convex-hull area
of n = 5 vehicles. The evolution with vehicles under speed control is shown
in orange. The response of the speed to the tilt angle is shown in Inset. The
convex area Aconv is normalized by the total area of the n vehicles, each with
an area of A0. The orange dashed line shows the time average of Aconv/nA0
at steady state for a single trial. A simulation of five vehicles without speed
control is shown in blue. (C) Without speed control, the vehicles attract and
align with each other in a short time (t < 10 s) regardless of their different
headings and positions at t = 0. (D) When the speed control is applied, the
vehicles dynamically avoid each other. The snapshot of the vehicles’ status at
the same time as C shows no mergers or alignment of headings. For videos of
C and D, see Movie S7. The red tails show the trajectories of the last 5 s.

PNAS 2022 Vol. 119 No. 30 e2113912119 https://doi.org/10.1073/pnas.2113912119 9 of 12

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 G
eo

rg
ia

 T
ec

h 
L

ib
ra

ry
 o

n 
Ju

ly
 2

1,
 2

02
2 

fr
om

 I
P 

ad
dr

es
s 

13
0.

20
7.

14
1.

20
2.

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2113912119/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2113912119/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2113912119/-/DCSupplemental
https://doi.org/10.1073/pnas.2113912119


speed of the vehicle responds rapidly to its tilt as in Fig. 8, vehicles
can dynamically avoid each other.

To characterize the dynamical cohesion among the vehicles, we
tracked the convex-hull area (Fig. 9A) of the collective. In the
case with no speed control, this area decreased to a value close to
zero and maintained this value as the vehicles remained stuck to
each other (Fig. 9B and C ). However, when sufficient control (tilt
sensitivity Δv/Δγ) was applied, vehicles starting from the same
initial condition as the case with no control (Fig. 9A) increased
their speed when approaching each other, resulting in a time-
dependent convex area with a larger average mean (Fig. 9B and D).
The average area increased with tilt sensitivity Δv/Δγ as shown
in Fig. 10A.

A full theory incorporating the interplay between the multi-
body interactions and the vehicle’s response to them would be
useful in understanding the functional role of this mechanism
but is beyond the scope of this paper. However, we can gain
qualitative insight by analyzing a special but representative case.
Here we consider the stable orbit of n bodies on a perfect ring
(Fig. 10B, Inset). The vehicles can achieve this special mode
due to the symmetry of the configuration. The black dashed
line in Fig. 10A shows that the convex-hull area of this char-
acteristic mode A

ring mode
conv = πr2ring captures the simulation result

qualitatively well. Here, the radius of the stable ring rring follows
k(rring) = v(γ(rring))

2/rring, where γ = |∇z |. Therefore, rring is
determined by the intersection between the central attraction
k(r) and the centripetal acceleration ac(r) = v(γ(r))2/r . When
there is no speed control scheme, one of two undesirable outcomes
arises: Either 1) ac(r) does not intersect with k(r) and the
vehicles cannot exhibit a stable ring orbit for any r or 2) ac(r)
intersects with k(r) within the geometric exclusion zone. One
can find the critical tilt sensitivity A∝Δv/Δγ by making these
two curved lines intersect outside the geometric exclusion zone.
This minimal model thus rationalizes why a tilt-based scheme can
be used in systems with larger numbers of agents.

We can also interpret the speed control from the metric frame-
work perspective. We first generalize the axisymmetric substrate
to a substrate with general landscape z such that a vehicle moving
on top of it follows Eqs. 10 and 11 to obtain the temporal and
spatial curvature of the metricα2 = E 2(1− v2e−Cgz/v2

), Φ2 =

E 2e−Cgz/v2

(1− v2e−Cgz/v2

). The metric above reveals that

A B

Fig. 10. Speed control and collective merger avoidance. (A) Average convex
area of the simulated five-vehicle collective increases with the tilt sensitivity
(Fig. 9); each point shows the average and SD for 20 different random initial
conditions. (B) A special mode, the ring mode in which all vehicles move on
a circle at a steady state (Inset), is used to understand how the characteristic
distance depends on the speed control. The black thick line shows the attrac-
tion induced by membrane deformation, Cg|∇z|, and the colored lines show
the centripetal acceleration ac(r) = v(γ(r))2/r required to access the ring
mode for cases with control (orange) and without control (blue). The radius
of the ring which is given by the intersect of the black thick line and a colored
line gives the characteristic area in A in a dotted line. The gray shade shows
the geometric exclusion zone within which the vehicles collide with each
other.

the increase of speed v makes the metric approach (conformal)
flatness, since the ratio between the temporal curvature α2 and
spatial curvature Φ2 approaches unity with a higher speed. The
flatter spacetime implies smaller interaction between the vehicles.
Thus, our adopted strategy can be viewed as a reduction of
interaction by manipulating the effective spacetime metric. A
fruitful future direction could be to use such insights to develop
controllers for agents to mitigate effects of unexpected environ-
mental perturbations.

Recently, significant advances of technologies such as small-
size, low-cost microrobotics (61) and robust magnetic actuation
of microrobot collectives (62) have brought us closer to using
active agents for drug delivery (63) and medical operation (64)
inside living systems. In these systems where interactions may be
mediated through cell membrane and vessels, we posit that our
technique of using local information can help prevent undesired
clustering of underactuated agents, which will be out of control
after the cohesion. Additionally, there are systems wherein well-
actuated active agents can benefit from a programmed clustering,
because a collective can sometimes accomplish more complicated
tasks that an individual cannot. For instance, robots individually
incapable of traversing a bumpy landscape can connect with others
to collectively overcome obstacles (65). We posit that using local
information opposite to our merger avoidance scheme could help
form useful aggregates for active agents such as accurately steered
microrobot clusters in drug delivery (62, 66).

Conclusions

In this work, we performed a study of the locomotion dynamics
of active agents on an elastic substrate with interactions medi-
ated solely by local and global deformation (curvature fields).
Experimentally, we studied the dynamics of a single vehicle on a
centrally curved elastic surface, revealing nearly ubiquitous retro-
grade precessing orbits. Guided by the theoretical model based on
experimental data, we observed that a reduction in vehicle weight
leads to prograde precession. To further test our understanding
of the vehicle dynamics and the emergent interactions, we next
studied the interaction of two vehicles on a relatively flat mem-
brane (without central depression) with the feature that the time-
dependent curvature fields of the vehicle reciprocally govern the
robot’s trajectories. We observed how increasing the mass ratio
between the vehicles led to increased curvature field–mediated
cohesion. We then developed a control scheme for the multibody
system which mitigated cohesion by using only local sensing
and interaction with the environment without knowing the po-
sitions of the robots on the membrane. The controller changes
the vehicle’s speed according to the vehicle’s local tilt (indirect
measurements of the local curvature field) without knowing the
positions of the robots on the membrane. Extending the scheme
to multiple vehicles interacting with each other on an arbitrary
substrate revealed that our framework and control scheme could
be generalized to active-matter systems that consist of a larger
number of agents.

Theoretically, to understand the single-vehicle orbital dynam-
ics, we constructed a minimal mechanical model which agreed
well with the experimental results and revealed that the vehicle
did not simply follow geodesics of the membrane. Inspired by
the resemblance of dynamics in our system to those in GR, we
wondered whether a differential geometry framework could be
of use to better understand features of the system. The active
nature of the self-propelled robot allowed us to recast the robot’s
locomotion dynamics as geodesics of a test particle in an effective
spacetime metric. This framework revealed how aspects of the
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system (e.g., retrograde precessing orbits) were related to sys-
tem parameters and allowed us to modify the vehicle mass to
change orbital precession from retrograde to prograde; we exp-
lore the connections of our robophysical experiments to GR
in more depth in ref. 54. To understand the reciprocal curva-
ture field–mediated interaction in a two-robot system, we first
generalized the mapping to understand how individual vehi-
cles responded to arbitrary curvature fields. We developed an
equation for how the vehicles generated curvature, by showing
that the Poisson equation could approximate the shape of the
membrane deformed by the masses on it. Solving the Poisson
equation analytically demonstrated the origin of forces on the
vehicles. Combining the equation of motion for a vehicle on a
generalized deformed surface revealed the role of vehicle mass in
attraction.

We posit that individuals and swarms of locomoting robots
could benefit from discovery and utilization of principles by
which agents can interact and communicate by exploiting envi-
ronmental dynamics (43, 67). Although our system is relatively
simple compared to other locomotion and swarm situations in
which agents experience field-mediated interactions, the simplic-
ity (such as the linear elasticity in the Poisson equation for the
membrane and the acceleration’s linear dependence on the local
gradient) could make our work serve as a starting point for
other terrestrial (and even surface aquatic) systems with more-
complex rheological responses (e.g., media with viscous, plastic,
and elastic responses). Study of active systems on elastic fields
and the differential geometry framework could thus function as
a model system and provide tools to robotic studies (12, 68–71)
of a broader class of physical (72, 73) systems. For instance, the
local curvature could be used as an input in addition to other
information such as vision (6, 74, 75) and stress sensing (14,
60, 76) in swarm robotics. Curvature field information could be
exploited by robots with limited sensing and control, for example,
in lightweight water-walking robots (70, 77) or self-propelled
microrobots (78) swarming on fluid membranes (79). Finally, we
note that our study is another example of the rich and underex-
ploited intersection of physics and robotics, adding to the list of
tools and ideas— for example, gauge theory (80, 81), diffraction
and scattering (37, 82, 83), and statistical mechanics (60, 84).
We expect that such robophysical studies can help transition
robots and swarms from the factory floor into complex natural
environments.

Materials and Methods

Vehicle Preparation. The 3D-printed self-propelling differential driven vehicle
has a mass of 165 g and a diameter of 10 cm. The vehicle has two active rear
wheels (dw = 4 cm) that are connected via a LEGO Technic - Differential Gears 24-
16, which allow independent rotation of the wheels (which are separated by 3.6
cm), and one front caster (Pololu ball caster with 3/8 -inch metal ball) for stability.
The active wheels are driven by a Pololu 120:1 mini plastic gearmotor (4.5 V,
120 RPM, 80 mA) that provides constant speed (adjusted by potentiometer), with
a maximum of 0.32 m/s. The robot is powered by lithium-ion polymer battery
(3.7 V, 500 mAh, from Adafruit).

The lighter vehicle is also 3D printed and has a mass of 50 g and a diameter
of 7.5 cm. To reduce the weight, we changed the design of the cap of the vehicle
by cutting the unused sections that do not have any connectors, battery holder,
etc. We used Pololu wheels (d = 3 cm), Pololu ball caster with 3/8” plastic ball,
a lithium-ion polymer battery (3.7 V, 150 mAh, and 6 V), a low-power, 0.36 A
(Adafruit), micrometal gearmotor (Pololu), and a 5-V voltage regulator (Pololu).
The differential mechanism is the same as the heavy vehicle.

The controlled vehicle has the same mechanical structure as the uncontrolled
vehicle. An IMU (SparkFun 9DoF IMU Breakout - LSM9DS1) is mounted on top of

the robot. We control the speed of the DC motor by controlling the input voltage
to the motor using a pulse width modulation signal. The motor control module
includes a Particle Photon microcontroller and Adafruit DRV8833 DC motor driver
breakout board. The speed of the motor is adjusted as a function of the tilt angle
(γ, the angle of inclination from the gravity vector). The relation is given in Fig. 8B.

The tilt angle is calculated as γ = arccos az/
√

a2
x + a2

y + a2
z , where a is the

measured acceleration.

Membrane Preparation. The experimental setup consists of a trampoline
(d = 2.5 m, Dick’s Sporting Goods) covered with a four-way stretchable spandex
fabric (Rose Brand, 120” Spandex, NFR). Four-way stretchable refers to the fact that
the strain–stress responses in two perpendicular directions are the same, which
provides maximum homogeneity.

We adjusted the tension of the fabric homogeneously and then fixed the
fabric to the metal frame using custom-created holes and magnets. This adjust-
ment allowed us to perform all the experiments under the same surface condi-
tions. However, because we fixed the fabric manually, there is slight membrane
anisotropy overall. The custom-made height controller attached to a steel disk
(10 cm in diameter, McMaster) at the center of the setup with magnets. The
controller includes a Firgelli linear actuator (6-inch stroke, 35 pounds) and an
Actuonix Linear Actuator Control Board that allow the control of the central height
via LAC Software. We used a Logitech webcam to take top-view videos of the
experiments and used an Optitrack motion capture system (with Flex 13 cameras
and Motive software) to track the robot.

Membrane Characterization. We used the motion capture system men-
tioned above to record the cross-sections of the membrane for different central
depressions and compared them with the theoretical solutions to a membrane
following the Poisson equation with uniform load from the membrane self-
weight ΔZ = λ−1. The shape follows well the analytical solution Z(r; R, R0) =
1/4λr2 + C1(R, R0) log r + C2(R, R0) when proper membrane constant λ=
6.5 m is applied. This constant is also used for the multivehicle interaction
computations. Check SI Appendix, section S6 for more details.

Trajectory Collecting. The position and orientation of the infrared reflective
markers on the robot are recorded with a motion capture system consisting of
five Optitrack Flex 13 cameras with a resolution of 1.3 megapixels/mm2.

Considering the slight transient decay/expansion of orbit eccentricity
(SI Appendix, section S2) and the slight physical defect of the membrane
at a particular azimuthal angle that shows up every revolution (2π), we
evaluate the precession by fitting the trajectory to a model r(ϕ) = rc +

e−ϕ/τ (A1 cos (ϕ+ ϕ1) + A2 cos (ωprecϕ+ ϕ2)) using the least-square fit-
ting with the experiment trajectories. Half-lives of eccentricity are extracted from
this model from the characteristic time τ .

Data Availability. Data have been deposited in Zenodo, https://doi.org/
10.5281/zenodo.6780486 (85).
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